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Abstract

A hybrid optimal control approach to commercial aircradjéctory optimization is proposed and tested comparing
its results with short and medium-range typical flights. ésithe sequence of phases and flight modes conforming
the vertical flight profile of a commercial aircraft, the ialtand final states and a set of path constraints, we solve
the problem of finding control inputs, switching times bedandlight modes and the corresponding trajectory of
the aircraft that minimizes fuel consumption. Three déferprofiles are defined for both ranges: typical nowadays
flown profiles; free-flight profiles, used as optimal benchuoperformance; and optimized procedure profiles. Per-
formances, procedures and consumptions are analyzedlt®Resow that current flight profiles efficiency could
be substantially improved seeking a new Air Trafic Managdrparadigm.

Keywords: Air traffic Management; Aircraft Trajectory OptimizatioHybrid Optimal Control.

1. Introduction

Air Traffic Management (ATM) is nowadays a very complex anghy regulated system that encompasses Air
Traffic Flow Management (ATFM), Air Traffic Control (ATC) andirSpace Management (ASM). A substantial
change in the current ATM paradigm is needed because thismyw/hich is responsible for sustainable, efficient
and safe operations in civil aviation, is reaching the liafiits capabilities. Its capacity, efficiency, environmednt
impact and flexibility should be improved to accommodategce users requiremehtdhe need to fit aircraft
trajectories to ATM system requirements makes them diffioube optimized and, therefore, generally suboptimal
flight profiles are being flown. This results in higher opematiosts and higher emissions due to hon minimal fuel
consumption. Air traffic is responsible for 2% 610, global emissions. Thus, minimizing both fuel consump-
tion and emissions are interesting and challenging rekesaugjects. Within the main goals of SESAR, i.e, 3-fold
increase in air traffic movements whilst reducing delaygriowe the safety performance by a factor of 10; 10%
reduction in the effects aircraft have on the environmemtyigle ATM services at a cost to airspace users which at
least 50% less, 4D trajectory shaping and optimizationgpéayimportant role for the concept of Trajectory Based
Operations (TBO). Therefore, in this paper we focus on cororakaircraft minimum-fuel trajectory optimiza-
tion towards a future, more flexible ATM concept of operatioreeting safety, effciency, cost effectiveness and
environmental sustainability requirements in flight pesfil

With this aim, this paper presents an extension of [1], a leydgpproach to commercial aircraft optimal trajec-
tory generation where different flight phases and operatiprocedures can be combined so that a single optimal
control problem is solved. The coupling of these discretghflphases with the continuous aircraft dynamics re-
sults in a hybrid system [2, 3, 4, 5]. In particular the fliglitam aircraft has intrinsically got the characteristics
of a controlled switched dynamical system [6, 7]. Indeedesad flight modes can be distinguished for climbing,
cruising and descent, each with an associated dynamic raadel set of path constraints.

On the whole, it is difficult to find all the components for th&lwgion to hybrid optimal control problems
because the optimal sequence of discrete states is vemuttitib determine. In our case, the phase sequence is
given, but optimal switching times must be determined. Rois with known phase sequence have been frequently
solved in aerospace engineering as multi-phase problen®s I®, 11], most of them were solved using pseudo-
spectral methods [12, 13]. However, none of these workssiedwn commercial aircraft. Pseudospectral knotting
methods have been developed for solving multiphase optiomdfol problems, see for instance [14]. Such knotting
methods need knotting conditions to connect adjacent ghalseour approach we convert the hybrid optimal
control into an equivalent, conventional optimal contnaldem, making the unknown switching times part of the
state by using a method similar to those presented in [15, [b6fhis way, we do not need to connect adjacent
phases with linkage constraints. The resulting optimatrebproblem is then solved using a Simpson collocation
method [17, 18].

*SESAR ATM Master Plan: http://www.eurocontrol.int/sesar



The fundamental prior research work on aircraft trajectuptimization within the current ATM concept was
presented in [19]. The flight of an aircraft was modelled aslkection of phases and procedures where continuity
of the state variables was imposed in order to link phasesnifi;ng discontinuities in control variables and
flight path angle. Moreover, concatenating optimal phasgtase solutions does not lead to an overall optimal
trajectory. A method to compute overall optimal trajeatsrivas presented in [20]. Modelling the current ATM
paradigm, as in [20], enforces the specification of two ofpergorocedures per phase, for instance, to climb with
constantl- 45 and constant throttle setting, or to perform a steady cyilise with constant Mach and constant
altitude.

On the contrary, many works not based on the current ATM goinkbas been released: Some focused on
minimizing fuel consumption only during aircraft cruisege [21], [22] and [23]. In [23] the interplay between
aircraft mass and speed at constant altitude was studiethimipe fuel consumption, and important fuel savings
were obtained when compared to steady cruise. The descasé fitas also been widely studied, with special
focus on Continuous Descent Approach (CDA), obtaining irtgod fuel savings when putting it into practice in
real scenarios [24, 25, 26, 27, 28, 29]. However, thesetedalnot consider the fact that cruise or descent are just
one of the different phases of a complete flight and theretbey are not realistic because the optimal solution
could significantly differ if we take into account the inflenof previous and following phases.

In this work, an application to the method presented in [Yejzorted. An optimized procedure flight, a free
flight and a typical flight are compared in both a short-rarigafland a medium-range flight scenarios. The results
and performances are analyzed showing that important &v@gs could be achieved using the above mentioned
approach.

2. The Hybrid Optimal Control Problem

The flight of an aircraft has intrinsically got the charaidtics of a controlled switched dynamical system.
Switched dynamical systems are particular cases of hypsigms whose states is not subjected to discontinuous
jumps.

A switched dynamical system is composed of a set of dynansiensys,

i = fulz(t),ult), 8],k € {1,2,...,Np}, 1)

wherez represent the-dimensional state vector, and the $&t2,..., Np} represents the different dynamical
systems, and a switching sequencé@intr|, defined as the timed sequencedft+ 1 active dynamical systems,

g = [(t[,k[),(tl,kl),...,(tN,kN)], (2)

where0 < N < oo, t; <t;--- <ty <tpandk; € {1,2,...,Np}.

In order to control a switched dynamical system, bott-alimensional control input,(t), and a switching
sequenceg, have to be specified. We suppose that the set of admissihteotinputs is a set of piecewise
continuous functions it € [tr,tr]. In this sequence, the pat;, k;) indicates that at time; the dynamic
equation of the switched system changes figm, to k;, beingty = t; andty1 = tr. As a consequence, in the
time interval[t;, t; 1) the system evolution is governed by the dynamic equdtjorin the intervalty, tr| the
active dynamic system fsy.

The pairs(t;, k;) can be classified in two categories: those correspondingttmamous switches; and those
corresponding to controlled switches. For instance, aorewmous switch may occur when the aircraft reaches a
prescribed altitude. On the contrary, a controlled switdtes place in response to control inputs established by the
solution to the optimal control problem. In this work, we @$® that the sequence of phases is given by a flight
profile, i.e., the untimed sequence of active systéms(k;, k1, ..., ky) is known.

The hybrid optimal control problem can be stated as folld@@nsider the switched dynamic system (1) whose
state and control variables are subjected to a set of egaalit inequality constraints

e[z (t), u(t),t] = 0, h[x(t),u(t),t] <0,k € {1,2,...,Np}. 3)

Given an initial statex(¢;), a final statex(tr), a time interval/[t;, tr], and a prescribed untimed sequence of
active dynamic systems, find a piecewise continuous input(t), the switching instantst., ..., tx), and the
corresponding piecewise smooth trajectory,), betweenr(¢;) andx(tr) that fulfil (1), (3), and minimize

J = dlz(tr)] +/ " Lla(t), u(t), ddt. )

tr



The final timetr, may be fixed or left free. We assume that g, hi, and¢ are smooth enough functions.

This hybrid optimal control problem is converted into anigyatl control problem, making the unknown switch-
ing times part of the state and introducing a new independable with respect to which the switching times
are fixed [15, 16]. In this reformulated problem, there isn@éir relation between the new variable and time, but
the slope of this linear relation changes on each intervialden two switches. These slopes, which are part of
the solution to the optimal control problem, are actualtydiscaling factors that determine the optimal switching
times. See Figure 1.
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Figure 1: Relation between scaled timeand real (unscaled) tinte

As previously stated, the number of switch@g, and the sequence of discrete statgswhich the system
evolves through, are known. Without loss of generality, @we assume that = ¢, = 0 andtp = ty41 = 1.
The first step is to introduce the new state variablgs,i, . . ., z,+n, Which correspond to the switching times,
ti, 1 € {1, 2, ceey N} i.e.,an- =1, with i'n+i =0.

We then introduce the new independent variable;The relation between andt¢ changes on each interval
[t:, ti+1]. We establish piecewise linear correspondence between#jmnd the new independent variabte so
that for every chosen fixed point;, : = 1,..., N, t equalst;. Any monotonically increasing sequence /gf
numbers on intervgD, 1] could be used. We set = i/(N + 1). As a result we obtain the following expression

(N + Dy, 0<7< A

N+1
t= (N —+ 1)(1‘n+1‘+1 — IL'nJrl‘)’T + (’L + 1>$n+z — i$n+i+1; N;Jrl <7< Jilf—:ll
(N 4+ 1)1 = 2pyN)T + (N + Dzpin — N, T <t<l1

By introducing the new independent variabtethe evolution equation on the interval, ¢;.1] given by Equation
(1) becomes

o' = (N +1)(@ntit1 — Tnta) fila,u,7), )
where(-)" denotes the derivative ¢f) with respect to the new independent variableand

filx,u,7) = fi(z,u,t(r)).

Let z be the extended state vector



A T
L= [:El,...,In,In+1,...,xn+N] )

] ; j i+1
Then, define on each mtervﬁk—1 <7< ¥

L(z,u,7) = (N + 1)(@ntit1 — Tnti) Lz, u, t(7)).

We can rewrite the functional (4) as

. N 1 1,
J o= ¢@Q) + / T i ur)dr e 4 / Lo u,r)dr = 6(3(1) + / L(a,u,r)dr, (6)
0 ~ 0

and the task is to minimizé in the extended state space, subject to the parameterigeisgiven in (5), and to the
corresponding path constraints in (3). The new equivalestilpm is a conventional optimal control problem. The
last N components of the optimal solution of this probleih, will be the optimal switching timeg, i =1,..., N.

3. Cases study

The above exposed approach to hybrid optimal control prosighe reader is referred to [1] for more details)
is herein tested comparing it with short-range and mediange real flights. Typical, optimized and free-flight
A320 vertical profiles are defined for both short and mediamge flights.

Free-flight profiles are defined modeling some restrictiarestd airports terminal area operations together with
an en-route free flight performance. Optimal performanceslarived from such a profile seeking a future Trajec-
tory Based Operations paradigm of ATM . The optimized pracedlight is nothing more than the overall-best-fit
adjustment of the free flight to the imposed procedures; dtefined seeking a more efficient use of nowadays
ATM paradigm. On the other hand, typical profiles have bedime@ strictly according to typical vertical profiles
nowadays being flown.

3.1. Aircraft equiations of motion

We consider a 3 Degree Of Freedom (DOF) dynamic model thatithes the point variable-mass motion of the
aircraft over a flat Earth model. We consider the verticaliorobf the aircraft. A standard atmosphere is defined
with AT;s4 = 0. Cy, is, in general, a function of the angle of attack and the Maghlver, i.e.C;, = C1(«, M).
The lift coefficient is used as a variable rather than the @oflattack. We assume a parabolic drag polar, i.e.,
Cp = Cp, + KC?. BADA 3.6' is used as aircraft performance models.

These hypotheses lead to the following set of ODEs for dirpexformance

mV =T — D — mgsin~,
mV~y =L —mgcos~y,

T =V cos~, (7
h =V sin~,
m = —nT,

whereT andC, are the control inputs and, x, h, v andm are the state variables.

Given a commercial flight profile as a sequence of phasegliaitd final conditions, and a set of path con-
straints, our goal is to find the minimum-fuel consumpticajectory of the aircraft. Optimal switching times
between phases and total flight time are also to be determined

The characteristics of an Airbus A-320 have been taken flrBADA 3.6 database. The different aerody-
namic configurations and the value of aerodynamic parasaterlisted in Table 1.

The path constraints of the problem are those that confoenaitfcraft’s flight envelope and have been taken
from the BADA database manual [31J.L ..., andVs:ai,, fori = 1,..., N, vary depending on the aerodynamic

Thttp://www.eurocontrol.int



Table 1: A-320 Aerodynamic Configurations
Configuration Flap Cr,... CDy K

TO 1+F 243 0.0393 0.0396
IC 1 219 0.0242 0.0469
CR Clean 1.50 0.024 0.0375
AP 2 2.76  0.0456 0.0381
LD Full 3.09 0.0838 0.0371

configuration. The rest of constraints are equal for all peas

0 < h < min[haso, ha, Cviin Vstatt; <V < Vo,
M < Mo, Mumin <M < Mpmaz, (8)
0<CL < T <Thaz,

mawz; )

Mmin S m,

whereh, = hpmaz + Gt(ATrsa — Crea) + Gw (Mmaer —m), andCy;, . = 1.3 (except for TO, wher€y, , =

1.2). Current Instrumental Landing Systems (ILS) set the @tstescent path between -2.5 [deg] and -3.5 [deg],
generally -3 [deg]. Therefore, regarding the landing phadeas also been constrained according to the typical
values of an aircraft’s final descent path, but also leavamgesroom for optimization, i.e.,

—6 [deg] S YLanding S -2 [deg] (9)

The reformulated optimal control problem is stated as fedlo

1 "1
min J = /N+1 L(&,u,7)dr + - - +/ L(&,u,7)dr (10)
0 sz»l

Subject to

2’ = (N 4 1)(Zpgit1 — Tni) fi(z,u, 7), dynamic constraint, (11)
T, =...=z,, y =0, switching dynamic constraint, (12)
x(tr) = x,, initial-boundary condition, (13)
Y(z(tr),tr) = 0, final-boundary condition, (14)
o, < ¢i[z,u] < ¢y, path constraints, (15)

wherei = 1,..., N 4 1 corresponds to the sequence of phases of the flight giverbile TaV is the number of
switches andi(:%,u, 7) = m’. Equation (11) corresponds to the aircraft ODE system gindii), parametrized
and particularized to the dynamic mode of each phase. Equéltl) are dynamical constraints associated to the
switching variables. Equations (11) and (12) constituee@DE system for the extended vectoand (13) and
(14) are the initial and final conditions. Finally, (15) aespond to the set of constraints of each phase given in (8)
and (9).

Both optimized and flight profiles are stated as hybrid opticoatrol problems. To solve the reformulated
optimal control problem (10)-(15) a Simpson collocationtioel [17, 18] has been used. The resulting sparse
nonlinear programming problem (NLP), has been solved Usi@dP T [30]. Constraint (9) only apply for optimized
profiles; free-flights profiles do not have a specific constriai the landing phase regarding

The typical profiles computation has been performed withch¢dombining 3-DoF flight dynamics differen-
tial equations with procedure-oriented flight control. Marecisely, the aircraft Ordinary Differential Equation
(ODE) system (7) with the same performance and atmosphedels integrated using the same set of path
constraints (8), while controls are properly set so thatiheraft follows the given flight procedures.



3.2. Short range profile

Table 2, Table 3 and Table 4 show, respectively, the typagaimized and free flight procedures used herein
for the numerical simulation. The short range typical fligas been derived from a real Madrid-Oviedo flight plan
following BADA-like flight procedure with airline-definedpged and altitude profile values.

The boundary conditions of the flight are the following; = 0, Ay, = 0, v, = 1.2Vitai100 [M/S], v, = 0.05
[rad], m:, = 63070 [KQ]; zt, = 476 [km], A, = 0.

Table 2: Short-Range Typical Flight Profile

Phase Name Configuration End Trigger Procedure Op. Consstrai
1 Take Off TO V = 1.3Vitaii; o T = Thaa Veoas < 250kt
2 Initial Climb IC V = 1.3Viatcp T = Traw Veas < 250kt
3 Res. Free Climb CR h = 100001t T = Tmax Veas < 250kt
4 Climb Accel CR Vecas = 300kt h = 10000ft&T = Tmax
5 Climb CAS CR Mach = 0.78 Veas = 300kt&T = Trax
6 Climb Mach CR h = FL320 Mach = 0.78&T = Tmax
7 Cruise CR - h = FL320&Mach = 0.78
8 Descent Mach CR Veas = 300kt Mach = 0.78&Tmin
9 Descent CAS CR h = 10000t Veas = 300kt& T min
10 Descent Decel CR Voas = 250kt h = 10000 ft&Trmin
11 Res. Free Descent CR h = 6000 ft Tnin Veoas < 250kt
12 Approach AP h = 2000ft. v=-3 Veas < 250kt
13 Landing LD Final cond. v=-3 Veas < 250kt

Table 3: Short-Range Optimized Procedure Flight Profile

Phase Name Configuration End Trigger Procedure Op. Consstrai
1 Take Off TO V = 1.3Vitaut; 0 Free Voas < 250kt
2 Initial Climb IC V = 1.3Vitalign Free Vcas < 250kt
3 Res. Free Climb CR h = 100001t Free Veas < 250kt
4 Climb Accel CR - h = 10000t
5 Climb CAS CR - Voas = a&T = Tmaz
6 Climb Mach CR - Mach = c2&T = Thaz
7 Cruise CR - h=cs
8 Descent Mach CR - Mach = c4
9 Descent CAS CR h = 10000t Veas = ¢s
10 Descent Decel CR - h = 100001t
11 Res. Free Descent CR h = 6000 ft Tmin Veoas < 250kt
12 Approach AP h = 2000ft. v =cs Veoas < 250kt
13 Landing LD Final cond. v =cs Veas < 250kt

" Beingec, . . ., ¢s constant values to be determined by the optimal solutioh@problem.

Table 4: Short-Range Free Flight Profile
Phase Name Configuration End Trigger Procedure  Op. Confstrai

1 Take Off TO V = 1.3Vitaii; o Free Veas < 250kt
2 Initial Climb IC V = 1.3Vitalicp Free Veoas < 250kt
3 Res. Free Climb CR h = 10000 ft Free Veas < 250kt
4 Free CL/CR/DS CR h = 10000t Free

5 Res. Free Descent CR h = 60001t Free Veoas < 250kt
6 Approach AP h = 2000ft. Free Veas < 250kt
7 Landing LD Final cond. Free  Voas < 250kt



3.3. Medium range profile

Table 5, Table 6 and Table 7 show, respectively, the typagaimized and free flight procedures used herein
for the numerical simulation. The medium range typical fligas been derived from a real Madrid-Berlin flight
plan following BADA-like flight procedure with airline-defed speed and altitude profile values.

The boundary conditions of the flight are the following; = 0, Ay, = 0, v, = 1.2Vitai100 [M/S], v, = 0.05
[rad], m:, = 69415 [Kq]; =, = 2035 [km], h:,. = 0.

Table 5: Medium-Range Typical Flight Profile

Phase Name Configuration End Trigger Procedure Op. Consstrai
1 Take Off TO V = 1.3Vitaii; o T = Thaa Veoas < 250kt
2 Initial Climb IC V = 1.3Viatcp T = Traw Veas < 250kt
3 Res. Free Climb CR h = 100001t T = Tmax Veas < 250kt
4 Climb Accel CR Vecas = 300kt h = 10000ft&T = Tmax
5 Climb CAS CR Mach = 0.78 Veas = 300kt&T = Trax
6 Climb Mach CR h = FL360 Mach = 0.78&T = Tmax
7 Cruise CR - h = FL360&Mach = 0.78
8 Descent Mach CR Veas = 300kt Mach = 0.78&Tmin
9 Descent CAS CR h = 10000 ft Veas = 300kt& Trmin
10 Descent Decel CR Voas = 250kt h = 10000 ft&Trmin
11 Res. Free Descent CR h = 6000 ft Tnin Veoas < 250kt
12 Approach AP h = 2000ft. v=-3 Veas < 250kt
13 Landing LD Final cond. v=-3 Veas < 250kt

Table 6: Medium-Range Optimized Procedure Flight Profile

Phase Name Configuration End Trigger Procedure Op. Consstrai
1 Take Off TO V = 1.3Vitaut; 0 Free Voas < 250kt
2 Initial Climb IC V = 1.3Vitalign Free Vcas < 250kt
3 Res. Free Climb CR h = 100001t Free Veas < 250kt
4 Climb Accel CR - h = 100001t
5 Climb CAS CR - Voas = a&T = Tmaz
6 Climb Mach CR - Mach = c2&T = Thaz
7 Cruise CR - h=cs
8 Descent Mach CR - Mach = c4
9 Descent CAS CR h = 10000t Veas = ¢s
10 Descent Decel CR - h = 100001t
11 Res. Free Descent CR h = 6000 ft Tmin Veoas < 250kt
12 Approach AP h = 2000ft. v =cs Veas < 250kt
13 Landing LD Final cond. v =cs Veas < 250kt

" Beingec, . . ., ¢s constant values to be determined by the optimal solutioh@problem.

Table 7: Medium-Range Free Flight Profile

Phase Name Configuration End Trigger Procedure  Op. Constrai

1 Take Off TO V = 1.3Vitaii; o Free Veas < 250kt
2 Initial Climb IC V = 1.3Vitalicp Free Veoas < 250kt
3 Res. Free Climb CR h = 100001t Free Veoas < 250kt
4 Free CL/CR/DS CR h = 10000t Free

5 Res. Free Descent CR h = 60001t Free Veoas < 250kt
6 Approach AP h = 2000ft. Free Veas < 250kt
7 Landing LD Final cond. Free  Voas < 250kt



4. Results

Tables 8 and 9, and Figures 2-5 show the results of the diffsimulations. Since optimized and free-flight
profiles have been stated with the hybrid approach aboveieqa, for the sake of clarity, optimal control law,
optimal switching instants and the evolution of the statgaldes are represented in Figures 2-5 in terms of scaled
time, 7, (ranging from0 to 1) and in terms of real time, On the contrary, the typical profile is only depicted in
terms of real time since neither scaled time nor switchingei can be simulated within the used algorithm for
typical profiles.

Regarding both short and medium optimized profiles, a digetgon grid has been defined fowith n = 650
(n1 = ns2...n13 = 50). Free flights are defined as well withra= 650 grid in 7; in this case, for the sake
of comparison, the 4th phase is composed by 350 discretesstating the 3 previous and 3 following phases
composed by 50 discrete states. Typical flights are compuited! times with samples every second. In Figures 2-
5 the vertical dashed lines denote the transition betweasgshregarding just the optimized profile, so that the
phases are clearly distinguishable in both timescaleh®optimized case.

Referring the reader to Tables 2 and 7, it can be observedheaiptimized profiles are defined with some
trigger conditions, the so called capture conditions foitaving. When this occur, the switchings are claimed
as autonomous, e.g., they occur when the aircraft reackae®s#pective altitudes or velocities. On the contrary,
switches between phases with non-capture conditions ama@tl as controlled switches since they are given by
the control law within the optimal solution. It is straiglarfvard to see that the main difference between typical and
optimized profiles is, together with less restricted praged, the fact that some controlled switches are allowed.
As a consequence, the transition Mach, the cruising ad#titudthe constant calibrated speed of descent are not
pre-fixed, but are set by the optimal solution, leading ttetesy to the overall minimum fuel consumption. The
free flight herein proposed, indeed a "pseudo” free flightsiStandard Instrument Departure (SID) and Standard
Terminal Arrival Route (STAR) constraints must be model threninal area restrictions, intend to model the best
available performance. The optimized procedure flight ihimg more than the overall-best-fit adjustment of the
free flight to the imposed procedures. Such en-route imppsazkedures are derived from a better ATC and ATM
performance instead of a pure en-route free flight.

To conclude this general remarks, note that for both medingnsaort range profiles free flights consumption
is the lest with the longest duration. Optimized profilesiewd values in between but very close to those reached
by free flights. It's remarkable that, though 13 phases ageeifipd, the algorithm neglects those spurious ones; in
this case the phases 8 and 10, descent Mach and Descentrfagop|eare dismissed by the optimal solution by
setting the corresponding steps to zero, i.e., settingleguitching times. By this mean, the algorithm leads the
aircraft to what would be a CDA.

4.1. Short Range

Table 8 shows the results regarding the short range prafidentains the total flight time for the typical flight
(Time [s] typ), 2592 [s]; the optimized profile 12 switchirmes between phases (Swit [s] opt) and the total flight
time, 2922 [s]; The free flight profile 6 switches (Swit [s]d)eand the final time, 2942 [s]; the final consumption
of the typical profile (Con [kg] typ); the optimized profile aamulated consumption at the end of every phase
(Con [kg] opt), being 1752 [Kg] the total consumption; thed#flight profile accumulated consumption at the end
of every phase (Con [kg] free), being 1741 [Kg] the total aomption; the constant values that describe optimized
aircraft performance in the different flight proceduresl@sopt), which are indeed part of the optimal solution.

The optimal control law, the optimal switching instants &nel evolution of the state variables are represented
in Figures 2-3. Regarding the state variables, in genereg& for the case of -Figure 3-, all state variables vary
smoothly.y exhibit high-frequency dynamics at some points near th&chkivigs, but are within reasonable values
for aircraft performance. Figure 4 shows the behavior oftrdiinputs, where some bang-bang behavior can be
observed in the evolution of thrust within the optimized Btiase. AlsaC;, shows a high frequency behavior in
this phase for the optimized case. Free flight controls showever, a smooth behavior.

Regarding aircraft performances, result exhibit as welhtdoncordance. The optimum free flight starts seek-
ing to achieve maximum altitude in minimum time, since flyetgow altitudes with maximum thrust setting is
very fuel consuming. As the aircraft gets higher, it progiesly softens its rate of climb until it suddenly performs
a sharp climb maneuver to intercept the optimum descent ffaib skipping cruise phase. With this maneuver,
the aircraft consumes the excess speed with respect to timeunp descent speed, while enabling an anticipated
interception of the optimum descent path thanks to the fagide gain. Otherwise, the nominal climb would last
longer, resulting in greater fuel consumption.
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sponds to optimized profile -being the dots the computed-elisstates-; solid dotted-green corresponds to freetftigifile
-being the dots the computed discrete states-. Note thakehieted vertical dashed lines in both timescales correspmthe
optimized profile switching times.
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The optimum descent path is the result of descending at maxigradient speed, which allows the aircraft
to fly the greatest distance possible at idle thrust, thusmiiing fuel consumption. This optimum speed is the
minimum drag speed, also known as base speed. This speea@sesas air density increases, so the aircraft lowers
its speed as it descends. The base speed also changes asrtfedsploys high-lift devices, so the aircraft speed
is adjusted by regulating the flight path angle when a chamgetiodynamic configuration is to be performed. At
the very end of the flight, when the only aim is to land at anyllgaspeed, the flight path angle is increased to
cover the greatest distance possible before touching gr@amsuming the speed excess above minimum speed.

Table 8: short range results

Ph Time[s]typ Swit[s]opt Swit[s]frée Con[kg]typ Con[kg]opt Con [kg] free Value opt

1 - 8.69 8.69 - 18.16 18.16 Free

2 - 25.04 25.06 - 52.94 52.96 Free

3 - 225.3 225.38 - 441.44 441.57 Free

4 - 249.41 - - 482.71 - h = 100001t

5 - 755.409 - - 1161.36 - Veoas = 150.459 & Traa
6 - 1193.11 - - 1550.29 - Mach = 0.7297 & Tinaz
7 - 1243.9 - - 1554.87 - h = 10875.4

8 - 1243.9 - - 1554.87 - Mach = 0.6422

9 - 2416.84 - - 1681.77 - Voas = 108.406

10 - 2416.84 2368.83 - 1681.77 1661.55 h = 100001t

11 - 2677.17 2642.83 - 1716.68 1698.26 Trnin

12 - 2826.22 2853.54 - 1737.66 1728.08 v = —4.3911 [deg]
13 2592.8 2922.08 2942.26 1967.15 1752.71 1741.09 v = —4.3911 [deg]

" Assuming that optimized phases number 4 to 9 corresponceéoffhase 4 and, consequently, Ph 10 corresponds to free 5th

phase, etc.

There are two main differences when performing the descetmiden typical procedure flight and free flight.
The first one is that typical flights descend at a speed mudiehihan the base speed (aprox 300kt vs 210kt). This
permits typical flights to reduce flight duration at the cdsinareasing fuel consumption. The second difference
is that typical flights perform the approach at the ILS -3 glmhth. When the approach glide path is less inclined
than the maximum gradient path (as in this case), the glitie lpecomes too soft for the aircraft to maintain the
desired speed at idle thrust. Thus, some extra thrust isreshduring the approach, resulting in increased fuel
consumption.

The optimized flight tries always to follow the patterns adfdrflight optimal performance. Consequently, first
it seems that the algorithm aims to minimize climb phase tibmasince it is very fuel consuming. But at the
same time it needs to prevent negatively affecting the adifynof the subsequent flight phases. The selected
292[kt]/0.73 climb speed is similar to the typical profiletive constant CAS phase but shows a significantly lower
speed for the constant Mach phase, probably because itde®®in increased rate of climb. Then the aircraft
performs a short cruise (4 [sec]), indeed such duratiorsisjeeded to decelerate from the climbing velocity to the
descending one. Eventually the aircraft intercepts theeteting path, performing it at 108 [m/s] (CAS), 211 [kt]
aprox., considerable different than the typical 300 [kthisTis optimal thanks to the minimum drag CAS being
almost constant along the descent, consequently negigtiinconstant Mach phase. Finally, the constant flight
path angle of initial and final approach, -4.39 [deg], is miacdined than the typical one, -3 [deqg] .

All this considerations clearly justify the fuel burningviags achieved, more than 200 [kg] . It is necessary
to point out that BADA aerodynamic model does not take intmanit compressibility effects on the aerodynamic
behaviour of the aircraft. This leads to lower-than-realgdat high mach numbers, resulting in higher-than-real
optimum speeds and altitudes.

4.2. Medium Range

Table 9 shows the results regarding the medium range prbfileits interpretation, without loss of generality,
stand the same as pointed out for the case of short rangeeprofie optimal control law, the optimal switching
instants and the evolution of the state variables are repted in Figures 4-5. Without loss of generality, regarding
the behavior of states and controls, all stated for the chseast range remains valid in medium range. Therefore
the algorithm shows a predecible and rather smooth behenvmmth states and controls.
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The optimum free flight starts seeking to achieve maximuitudk in minimum time, since flying at low al-
titudes with maximum thrust setting is very fuel consumirg. the aircraft gets higher, it progressively softens
its rate of climb to make a smooth transition to the subseoegudo-cruise phase, in which the aircraft asymp-
totically approaches its operating ceiling. The optim@atarget during cruise is to maximize the specific range,
which is the distance traveled per unit of fuel consumed. hisaircraft mass decreases due to fuel burn, the op-
timum profile shows an increasing trend in altitude follogvthe also-increasing operating ceiling, while speed is
conveniently adjusted, typically in a slightly decreasirend. Such a performance is known as continuous cruise
climb. Cruise phase ends when the optimum descent patheicayted. For the optimum descent path, without
loss of generality, it states the principles of free optip@iformance explained for short-range profiles.

Table 9: Medium range results

Ph Swit[s]typ Swit[s]opt Swit[s]free Conlkg]typ Con[kgpbt Con [kg]free Value opt

1 - 11.61 11.61 - 24.26 24.26 Free

2 - 33.28 33.29 - 70.25 70.27 Free

3 - 254.66 254.71 - 498.50 498.58 Free

4 - 287.89 - - 555.43 - h = 10000t

5 - 796.57 - - 1258.31 - Veoas = 154.817 & Traa
6 - 1653.76 - - 1995.43 - Mach = 0.7249 & Trnax
7 - 7774.07 - - 6034.37 - h =11295.4

8 - 7774.08 - - 6034.38 - Mach = 0.6772

9 - 8964.12 - - 6161.77 - Voas = 111.138

10 - 8964.12 8929.65 - 6161.77 6068.77 h = 10000t

11 - 9222.08 9184.45 - 6196.36 6102.95 Trnin

12 - 9369.81 9388.6 - 6217.16 6131.87 v = —4.3823 [deg]
13 9403.5 9464.6 9475.87 6529.85 6231.05 6144.66 v = —4.3823 [deg]

Again, as pointed out for the short-range profile, the optéediflight tries always to follow the patterns of
free flight optimal performance. Consequently, it seemstti@malgorithm aims to minimize climb phase duration
since it is very fuel consuming. But at the same time it needwévent negatively affecting the optimality of the
subsequent flight phases. The selected 301[kt]/0.72 clipaleds is similar to the typical profile in the constant
CAS phase but shows a significantly lower speed for the cohach phase, probably because it provides an
increased rate of climb. Then the aircraft performs theserat an altitude that is not the instantaneous optimal but
an overall suboptimal value limited by the operating cgilat the beginning of cruise (where the ceiling is lower
due to the greater mass). Eventually the aircraft intesctiyet descending path, performing it at 111 [m/s] (CAS),
215 [kt] aprox., considerable different than the typicald 3kx]. This is optimal thanks to the minimum drag CAS
being almost constant along the descent, consequentlgatey) the constant Mach phase. Finally, the constant
flight path angle of initial and final approach, -4.38 [deg]more inclined than the typical one, -3 [deg] . Again,
the two main differences when performing free flight deseeatclearly achieved in the optimized simulations.

All this considerations clearly justify the fuel burningséags achieved, almost 300 [kg] when comparing opti-
mized with typical, and almost 400 [kg] when comparing fréghti with typical. Notice that a closer performance
to free flight's continuous cruise climb could have been eadd by defining at least one step climb. Again, it
is necessary to point out that BADA aerodynamic model dodgale into account compressibility effects on
the aerodynamic behaviour of the aircraft. This leads tceelsthian-real drag at high mach numbers, resulting in
higher-than-real optimum speeds and altitudes.

5. Conclusions

This paper proposes a hybrid optimal control approach toncernial aircraft trajectory optimization, show-
ing that gate to gate trajectory optimization could be asglrgith such an approach. The proposed optimized-
procedure profiles are tested by comparing them with tygiicdits, seeking fuel savings, and with free flights,
analyzing how close are they from the theoretical optimaiquenance.

The key differences of performance arise in descent phagese indeed descent velocity and ILS arrival
flight path angle exhibit high deviations from what has besmws as optimal: to descent at base velocity and to
perform approach and landing at maximum gradient path. éraer also defined phases, such as Descent Mach
and Descent Deceleration, that are clearly inefficient &d spurious. A first conclusion is that the algorithm
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showed robustness when dealing with such spurious phasewas)capable to neglect them, leading to CDA
optimal descent performance, even in the case we considaesalous phases. Indeed, the medium range cruise
could be further optimized near to the fee-flight’s continsi@ruise climbing by simply adding a certain number
of step climbs; the algorithm would then set the spuriousdoeero.

Assuming that profiles need to be restricted in departureaardhl terminal area, the free flight profiles herein
exposed can be claimed as optimal performance benchma#sultR show that both short and medium range
free-flights profiles could achieve, respectively, 11.5% 2u9% of fuel savings when compared to typical profiles.
Furthermore, results also show that short and medium rapiiyaiaed profiles could also save, respectively, 10.9%
and 4.6% when compared to typical profiles. A second cormiusithat such this approach for optimized profiles
provides a framework to plan flights with much less consuampthan today’s ones, indeed very close to what is
suppose to be free-flight optimal performance, but also ohefimore trackable procedures, which will help ATM
in defining a more efficient, sustainable new paradigm whiéntaining safety operations.

Derived from that, a question arises: then, why are thegéaéprofiles not applied nowadays? Focusing on
descent, we should consider separately the track goingtiertop of descent to the initial approach fix, and the
track going from that fix to the runway. The first track coulditmproved without operational problems by just
following the profile given by maximum gradient velocity dte thrust. In lack of that, a constant CAS procedure
around the average base velocity could be defined, whichhas ibeen said is not far from the optimal. The main
reason that current flights use a constant CAS up to 300 [kitdbably to reduce descent duration. Regarding
final and initial approach, it does not seem to be such easiiiegable to perform the obtained results. Free flight
optimal path shows a very steep path, while performing lagelith quasi-level flight. This profile is problematic
because descent path are designed as a trade off betweadlebstandling and not excessive descent rates. Free
flight shows rather a high descent rate followed by a potiytian-handling obstacles horizontal path. Optimized
descent paths showed, however, higher than nowadays ILSardrpath angles, closer to optimal path, avoiding
also potential obstacles. Such a paths would lead to higbsret rates, but not such as free-flights descent
paths. The paradigm of Global Navigation Satellite Syst&N$S) descent procedures will help defining "ad
hoc” descent paths within safety standards and thus, sorte @bove obtained fuel savings could be achieved.
To combine both descent tracks would lead us to CDA. A muchencomplicated scenario of real application
arises here since we must ensure non-collision and predagéneptimal sequence of aircrafts before the top of
descent. Since optimized profiles seems more likely to béegpim short-term, or maybe a combination between
free-flight descent and optimized approach and landingré¢onclusion is that the obtained fuel saving could be
effectively obtained, at least the optimized profiles ones.

For further conclusions, a more realistic model must bertahi® account, specifically considering compress-
ibility at high Mach numbers. 3D dynamics, waypoints andrélight costs, emissions costs, or wind deterministic
& stochastic models could be some extensions of this work.a@wy conflict resolution, in the time being it
seems more likely to obtain one-by-one gate to gate optiethigrand then address "ad hoc” conflict resolution at
every sector.
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